SGN-41007 Pattern Recognition and Machine Learning
Exam 12.2.2020
Heikki Huttunen .

> Use of calculator is allowed.

> Use of other materials is not allowed.

> The exam. questions need not be returned after the exam.
> You may answer in English or Finnish. ‘

1. Are the following statements true or false? No need to justify your answer, ]ust TorE
Correct answer: T pts, wrong answer: —1 pts, no answer 0 pts.

(a) The Receiver Operating Characteristics curve plots the probability of detection versus
the probability of false alarm for all thresholds. :

(b) The number of support vectors of a support vector machine equals the total number
of samples. :

(c) Amneural network classifier has a linear decision boundary between classes
(d) The LDA maximizes the following score:

Mean variance of each class
Squared distance of class means

J(w) =

(e) Maxpooling computes the maximum over neighboring pixels of distinct blocks.

(f) Cross-validation is used for model accuracy evaluation.

2. Consider N independent measurements xg, X1, ..., xn_1 € R, from the PDF

. 2. — >
p(x:0) = 0 xexp(—0x), when x._ 0
0, otherwise

where 0 > 0 is the parameter to be estimated.

(a) Compute the probability p(x; 8) of observing the samples x = (xg, x1,...,xXn—1). (2p) 7
(b) Compute the logarithm of p(x; 0) and differentiate the result with respect to 8. (2p)
{c) Find the maximum of the function, i.e., the value Where 5logp(x;8) = 0. 2p)

3. Count the number of parameters in a neural network

(a) Consider the traditional shallow neural network architecture of Figure 3. Suppose
our inputs are 32 x 32 RGB bitmaps of two categories of traffic 51gns

Let the network structure be the following:
e On the st layer there are 100 nodes (marked in blue)
¢ On the 2nd layer there are 100 nodes (marked in blue) _
¢ On the 3rd (output) layer there are 10 nodes (marked in blue; one for each class)

Compute the number of parameters (coefficients) in the net.




Prediction Truelabel

Sample 1
Sample 2
Sample 3
Sample 4
Sample 5

0.8 1
0.5 1
0.6 0
04 0
0.1 0

Table 1: Results on test data for question ba. .

(b) Consider the neural network defined in Figure 1. Inputs are the same as in (a).

i. Compute the number of parameters for each layez, and their total number over

all layers.

ii. Compute the numb er of multiplications required on the first convoluﬂonal layer.

4. Compute the LDA weight vector for

we(2) (3
n=(11) ==( )

5. (a) A random forest classifier is trained on training data set and the predict_proba

method is applied on the test data of Table 1. Draw the receiver operating character- L

istic curve. What is the Area Under Curve (AUC) score? .
(b) Draw the precision recall curve. What is the Area Under PR Curve (AUPRC) score? -

 Although we did not study pytorch extensively durmg the course, if should be readable because the building

blocks are the normal ones.




import torch.
import torch.nn as nn
import torch.nn.functional as F

class Net (nn.Module):
def  init__ (self):
777 The constructor defines the building blocks
needed for forward pass ’'7

super (Net, self)._ _init__ ()

# 3 input image channels, 6 output channels,
# 5x5 square convolution window., Before the operation
# we pad each side of the image with 2 rows of zeros.
self.convl = nn.Conv2d(3, 6, 5, padding = 2) '
self.conv2 = nn.Conv2d(6, 16, 3, padding = 1)

# An affine operation: y = Wx + b

# Arguments are the dimensions of W.
self.fcl = nn.Linear (1024, 100)
self.fc2 = nn.Linear (100, 10)

def forward{self, x):
777 Executed at every forward pass of the network. 777

# Max pooling over a (2, 2) window .
= F.max_pool2d{F.relu(self.convl(x)), (2, 2))

b4
X = F.max_pool2d(F.relu(self.conv2(x)), (2, 2))

# Flatten the data into a vector.

# First dim is the sample dimension. .
# 7—1’ forces to compute the size automatically.
X = X.reshape (-1, 1024) S
X = F.relu(self.fcl (x))

x = self.fc2 (x)

return x

net = Net ()

Figure 1: Network definition for Question 3b. '
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Figure 2: Vanilla neural network.

Figure 3: Network definition for Question 3a.



