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1.How does the memory based learning differ 6p
from the Hebbian learning?

2. How does a Radial-Basis Function Network | 6p
work? Describe a Regularized Radial-Basis
Function Network. When are you using it? Are
there any limitations?

3. Propose, based on the course, a method that is | 6p
capable to learn and visualize internal states of a
process. You can assume that there are lots of
unlabeled data available. Describe the method
briefly. What are the limitations?

4. Mention one neural network method that is 6p
capable to work with incomplete data. Describe
how the method works. Why the proposed
method is capable to work with incomplete
data?

5.Dynamical systems can be described with a 6p
state-space model. Recurrent neural networks
use a state-space model. Give a simple recurrent
network. How the backpropagation algorithm
can be used in training of a recurrent network?
What are the difficulties in training?




